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MDCG, EUDAMED, NBs, manufacturers, and the EC). We have to shift the mindset a bit to 
look at the products (devices) from a life cycle approach. The system will ensure that we 
put only safe devices on the market. HTA can play a role in ensuring and improving the 
relative effectiveness and the performance. There is a lot to be explored here. A lot of 
groundwork has been already done, a lot of experience is there to draw from (national, 
regional, EUnetHTA). What we need now is as bit more structure to fully explore the 
benefits.  
 
3, Q: Now MDR /IVDR and the future regulation on European HTA is established under 
the same directorate general. The impact assessment for the HTA regulation indicated 
that 20 EU countries perform HTA of medical devices. How does the Commission (DG 
SANTE) ensure that the new MDR process takes this into account to ensure seamless 
medical device market access path? What is actually done by DG SANTE to support 
synergies?  
 
A: The most concrete thing DG Sante is doing now is the creation of a legal basis for a 
cooperation between the 2 governing bodies (union bodies as it is called in the proposal) 
to enable synergies to develop. Creating this legal basis, the framework which is 
permanent for the HTA network, would facilitate this development. The synergy can 
develop pre-market in the form of early dialogue between the manufacturers and 
regulators, HTA bodies, which is important for the sector. But in terms of joint 
assessments, keeping the remit separate is very important. A joint assessment (according 
to Article 5) can happen only after the expert panel has given an opinion; this is a 
prerequisite to even fall into the scope, this will always be post-market approval. There is 
no mix of remit, no delay in market access. It was a big concern of the industry that the 
market access path would be changed. 
 
4, Q: Regarding the structure and governance, there are a lot of subgroups, and besides 

the great opportunity, there is a risk of creating a lot of mini silos working specifically for 

what their remit and focus is. Having this in mind and reflecting on the experience of 20 

years in the pharma sector, when the framework is approved and the implementation 

can start, the Commission should create the opportunities for exchange on the lessons 

learned on the process, and how to build trust (e.g. working groups, meetings, 

workshops, just like today’s).  

A: Yes, this is exactly the type of exercise we need. Getting the relevant bodies to talk with 
each other is what ensures breaking up the silos. The Commission’s role is to provide the 
opportunity to do this. The workshop is exactly the kind of thing we need in the next years 
until the legislation comes into force because until we have a system up and running, we 
can create mutual understanding.    
  

 
Talk 3 by Tom Melvin, Co-chair of the CIE 
Presentation of templates and guidance documents (e. g. MEDDEV revision) of the CIE. 
 

 



 

 
 

1, Q: Could you also provide information on how the process for the development of the 
templates and guidance documents works? What are the methods used, ( e. g. were 
already existing templates for similar purposes reviewed), who has the possibility to 
comment on the drafts? How may the process allow for exchange with the HTA 
community? What’s about public consultation as for EMA guidance documents? 
 
A: The process how we decide what to work on: we send open calls to all the member 
states and ask what are the topics of interest, what they want us to address. We have 
standard templates to send around to partners where they can list what they want us to 
work on, what is the rationale, what they see as a deliverable. Then they prioritize on 
monthly meetings. After agreement, for each work item there is a term of reference, 
meaning agreement what needs to be delivered, what is the timeline, when will the 
consultations happen. In terms of how consultation feedback works, we consult on all the 
guidance documents. There are several consultation rounds (3-4, sometimes even more). 
The consultations are not full public consultations. We follow the terms of reference of 
the various working groups under the MDCG. We consult with observer members. So, we 
have the member states in the CIE working groups, and we have observer members. They 
are all part of the working groups. In general, they are all European organizations. So, we 
have lots of the clinical associations, Biomed Alliance, representatives of NBs on board etc. 
Through them, people have the opportunity to comment. Every single comment is 
analyzed and response is provided. In terms of the future and synergy, HTA colleagues 
could be brought to working group meetings (which would be a Commission decision to 
bring people into the working group level) and they could observe or take active role. In 
terms of the possibility for having public consultations, that would probably require the 
MDCG or the Commission to look at the terms of reference, because essentially, we are 
bound by that.  
 
2, Q: In light of synergies expected between regulatory bodies and HTA bodies, has a 
meaningful presence of HTA experts been ensured in the expert panels responsible for 
the evaluation of the clinical development of MDs? 
 
A: I cannot speak completely to the expert panels in this respect, this has been arranged 
by the Commission (sending the call out last year, getting the applicants and walking them 
through the process). From the member state perspective, we would have supported 
MDCG subgroups. In terms of HTA presence, I do not know, there has been a free call. I do 
not know the full list of experts, there are over 300, so I presume there are some with HTA 
background. 
 
3, Q: Besides of the Summary of Safety and Clinical Performance, which will be made 
publicly available in EUDAMED, may the content of any of the templates of the Clinical 
Evaluation Report and the Clinical Evaluation Assessment Report be made available to 
European HTA or national HTA agencies? 
 
A: This will be a policy and a legal consideration. Historically, clinical evaluation report 
would typically be considered by the manufacturer to be commercially confidential. HTA 
and regulators think that either the manufacturers’ clinical evaluation report or the NBs’ 
clinical evaluation assessment reports should be made freely available. Under the MDR 
rules, there is not a specific rule relating to either of these documents. MDR is somewhat 
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silent about it, but generally these documents are considered commercially confidential. 
This is possibly something for the Commission to decide, in terms of the policy side and 
the legislative aspects to it. We did a lot of work on the standardization on what clinical 
evaluation assessment reports would look like and this is already a big step. This is around 
the technical part. Around the legal part and access to it, this is something the 
Commission would need to take further.  
 
A DG Sante: with the HTA proposal the framework and legal basis is set up to enable 
information sharing (in the appropriate time with appropriate confidentiality measures). 
After the proposal is adopted, in the implementation phase, an implementing act/ 
guidance document will be needed to give details on structure (at which phases and which 
type of information exchange could take place). 
 

 
Talk 4 by Franҫoise Schlemmer, Team Notified Bodies  
Analysis of challenges and experiences with the implementation of the new regulation; 
gap analysis and needs assessment for support of Notified Bodies. Change of Clinical 
Assessment by Notified Bodies in the Light of New Regulations. 
 

 
Q: In the MDR NB have to have much more clinical expertise then under the 
MDDirectives. Which role do you think will evidence based clinical guidelines and 
evidence-based medicine play in the clinical expertise established in NB? 
 
A: NB have hired a number of clinical experts to join their teams in order to be able to 
assess the manufacturer procedures, documentation and data that are provided. 
Guidances allow further and better harmonisation of the practices among the different 
NBs and members. 
 

 
Session 2 Appropriate Evidence for Regulation and HTA for Software Classified as High 
Risk Medical Devices  
   

 
Talk 1 by Nada Alkhayat, Chair MDCG Working Group New Technologies 
presented an introduction to classification of software as (high-risk) medical device and 
the guidance on the MDCG 2020-1 Guidance on Clinical Evaluation (MDR)/ Performance 
Evaluation (IVDR) of Medical Device Software. 
 

No questions 

Talk 2 by Dr. Abtin Rad, Global Director Functional Safety, Software and Digitization, TÜV 
SÜDs 
talked about experiences with software evaluation under the MDDs and challenges under 
the MDR. 

 

1, Q: A lot of attention needs to be paid to all the different aspects, definitions and new 

things are coming in that you highlighted, specifically about cyber security, and privacy 
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aspects. There is a lack of standards across the EU and a lot of things refer to the state of 

the art, it is interesting to figure out where you are getting the definition and the 

elements of the state of the art and how they are defined, what is the scope for that? 

A: Very good questions. This is a question that we often need to discuss with the 
manufacturer, as well as with the regulators. What we do to identify state of the art is that 
usually we look into harmonised standards, if there are new versions of that standard, 
look into current state of standard. If there are no standards, we perform a literature 
review. When we look at a very new emerging field, which is AI topics, there are no 
standards, no regulations, almost nothing available, except for very few countries e.g. only 
Chinese have regulation in place already. Even on standards we have not much, we have 
the P7000 standards from the IEEE, however, for the medical field there is not much. So, 
what we do then is to look into literature analysis, what is the common approach, what is 
the best practice currently, for instance how much data do we use for the training and for 
the verification of the model. There are no numbers, but the literature analysis that we 
have done, we found out that it is approximately between 70-80 and 20-30 resp. This is 
how we approach state of the art. 
 
2, Q: Do you have any specific framework to help companies to give you the required 

documentation you mention for MDs with AI? 

A: The problem with the NBs is that we cannot say what should be delivered and consult 
in this case. That is something that the regulators have to do, it is their authority to do 
that. However, we have published (together with all the NBs in Germany) a document, 
which specifies what we expect from the manufacturers for AI. It is a list of around 150 
questions and documents necessary for the assessment. This is what the interest group of 
NBs in Germany does, they can provide this list, it is publicly available. This is only an 
interest group opinion and not binding. 
 
3, Q: Do you have a framework for this? And how do you determine the evidence/and 

evidence level to be submitted? To what extent is this harmonised to SaMD frameworks 

and e.g. the AMIA regulatory framework (FDA)? 

A: Is it specific to one question, is it specific to a question on SaMD in general? This is not a 
decision we can make anyway. We only look at what the regulators give us as homework 
and we implement it. AMIA documents and standards are applicable for FDA only and not 
applicable for us. We only rely on what the EU commission gives us on regulation and 
guidance documents. That is our approach. When it comes to harmonisation on 
international level, this is something the IMDRF is working on. The European Commission 
has done a great job regarding the classification rule, they explicitly refer to IMDRF risk 
classification matrix, which is kind of international harmonisation. 
 
 

 
Talk 3 by Joanne Holden, CHTE Associate Director - Medical Technologies Evaluation 
Programme and Interventional Procedures Programme, National Institute of Health and 
Care Excellence, UK  



 

95 
 

presented the framework for e-health and experiences from HTA bodies of the 
assessment of software classified as high-risk medical device. 
 

 
1, Q: Is the independent assessment group a dedicated one for all digital health 

technologies (DHTs) or for each DHT?  

A: We have a contract with about 5 external assessment centers all around the UK, so it is 
not the same for each DHT, it could be by any one of those that we commission the work 
from. 
 
2, Q: At NICE, do you have any expectations how many digital health interventions per 

year will fall under Tier C (i.e. “high-risk” digital device)? 

A: It is hard to say. What we can say is, that it is more likely that we will see the value of 
what we do in the NHS for tier C, but this might be proven to be wrong. At the moment, a 
lot of our capacities is used for tier C. We may have a better idea in a year’s time and 
perhaps we are able to share it then. 
 
3, Q: Do the NICE risk classes correspond to the medical device regulation risk classes? 

A: Not entirely. On the NICE website there is an evidence standards framework page 

dedicated to DHT (https://www.nice.org.uk/about/what-we-do/our-

programmes/evidence-standards-framework-for-digital-health-technologies). There will 

be a document published next month about the overlap between the MDR and evidence 

standards framework.  

4, Q : Have you been collaborating with the MHRA (Medicines and Healthcare products 

Regulatory Agency)? 

A: We have had quite some collaboration with the MHRA in the evidence standards 
framework. Now the MHRA’s attention has turned to the UK’s conformity assessment 
process. We have a lot of collaboration, but not necessarily on the HTA, because that is 
not the MHRA’s area of focus.  
 
5, Q: How long does the assessment process usually take, from the submission to the 

final report, including all the consultation and stakeholder meetings? 

A: The MD program is intended to be done in 40 weeks from selecting the topic through 
assessment and full public consultation to finally getting the publication out. In the digital 
tech health programme it is intended to be done in 17 weeks. This time, because of Covid-
19, there has been some delay.  
 
6, Q: Does your framework set expectations on evidence for the interaction of 

technologies with human users?  You didn't mention this and presently there is a gap 

between in silico evidence of function and clinical trials of mature interventions where 

https://www.nice.org.uk/about/what-we-do/our-programmes/evidence-standards-framework-for-digital-health-technologies
https://www.nice.org.uk/about/what-we-do/our-programmes/evidence-standards-framework-for-digital-health-technologies
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this is a very important issue.  Technologies will be used and trusted by humans in a 

range of ways and this has been largely overlooked in current research. 

A: It is a good point. We have not been so prescriptive in that way and the reason is 
because our process involves a committee deliberation where it is probably the best to 
have individual discussion on that human element. In the technologies that went through 
the process, there has been a lot of public discussion about this. The Committee would 
discuss this element until they would feel happy with the information that is put in front 
of them. 
 

 
Talk 4 by Alan Fraser, Chair, Regulatory Affairs Task Force of the Biomedical Alliance in 
Europe 
presented examples of use of machine learning algorithms in cardiology and on the 
evaluation needs and challenges from the perspective of the clinician. 
 

 

Q: Could you elaborate on the need for technical and clinical explainability and how this 

can be achieved? 

A: Good question and one that we will be addressing with the CoreMD consortium (that is 
led from university in Leuven). It partly depends on the specific machine learning or AI 
method that is used for specific clinical applications. When it does not need to be 
interpretable, when it is just measuring an image as long as we know very well the 
diagnostic performance and the training set, generalisability and applicability of that tool, 
but for more advanced clinical decision support based on the analysis of larger datasets, I 
think we need algorithms that are interpretable. I know that engineers are looking at 
methods of trying to work out what goes on inside a neural network so that they can tell 
us. I am not an expert in that, but for the studies that we have done, and the dimensions 
we used learnings where it was possible to identify how the algorithm separated subsets 
into clusters. I personally would have more trust in such a tool for clinical purposes, it is a 
very valid question and I am sure we do not have detailed answers yet. 
 

 
Talk 5 by Roman Hovorka , Prof of Metabolic Technology, University of Cambridge 
provided an overview on study designs for clinical/other studies for the evaluation of the 
artificial pancreas, which contains a control algorithm to deliver insulin.   
 

 
Q: Question from the patients’ perspective. You said that FDA approval is now preferred 
because the bar is lower. Does this mean that in the EU the regulatory requirements 
have patient benefit higher or it would be too fast to make this conclusion?     
    
A: In case of diabetes, new types of devices were introduced and allowed to be marketed 
with 510(k) instead of PMA (pre-market approval). It is easier for other manufacturers 
because they just need to show equivalence. Patients created their own system outside 
the regulatory environment, and the FDA thought that it is safer to make it easier for 



 

 

 

manufacturers to get into that space and to move people from this system to regulated 
space. This process is not reflected on within the European approval process.  
 

 
Talk 6 by Eigil Samset, Chief Technology Scientist, Cardiology GE Healthcare provided an 
overview which developments can be expected in the next years concerning the 
integration of machine learning into diagnostic or decision-support software and what are 
challenges for clinical evaluation from the perspective of the developer/ manufacturer. 
 

 

Q: You touched upon the increased risk which is going up with the increased complexity, 

if we start using AI and machine learning. It will look at the level of applications. 

Automate interpretation and things that can be done in that level. Potentially it might 

be a mine field due to the challenging situation with correlation and causation. Machine 

learning that is about correlation more than anything and causation. Nature of machine 

learning needs to be well understood. Can you please give a reflection on the role of the 

physician. 

A: We are not trying to replace the physician, we are trying to empower the physician, not 

really provide anything that replaces their current decision making, but giving them new 

tools in their toolbox that help them see potentially new association or help combine new 

information that might have otherwise been overlooked with the insight that they have. 

This goes back to the explainable AI and contextualisation, that we need to look at this not 

as black magic, not like black box solutions either. Strive for providing tools that can be 

explained and contextualised, so that the physician role as the ultimate responsible is 

maintained but we just want to make the physician perform even better but taking into 

account the amount of data that is almost impossible for a human being to process 

without this type of tool to aid them. 

 
Panel session of all presenters of Session 2, Tom Melvin, Francoise Schlemmer and in 
addition Matthias Perleth from the Joint Federal Committee in Germany, another 
representative of a HTA body 
 

 
1, Q: Evaluation of machine learning software is a hot topic of concern at the moment in 
clinical speciality associations (Comments of the ESC to EU White paper AI, letter of the 
American Association of Radiologists to the FDA), but what do you expect from your 
experience in your area (regulator, NB, HTA, clinician) which types of software or 
software applications in the high-risk classes will be the most frequent ones to assess? 
Which types are challenging and why? 
 
Tom Melvin: from my own personal experience, there are products like decision support 
tools for someone who might have a stroke or CVA to help decide whether there is a bleed 
or not from an urgency T-scan to direct thrombolysis. This is literally a piece of information 
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that can be life or death for informing decision steps, so I guess there is radiology one that 
comes to my mind. 
 
Alan Fraser: Difficult question. I think the highest risks would be relying on 
recommendations for decision support based on algorithms that we cannot fully 
understand and interpret, because we then may make mistakes and we may not even 
understand why to improve the system. I think it is interesting that professional 
recommendations for AI now suggest that every published manuscript should include an 
evaluation of errors of the algorithm and why those happened, which is very sensible, so 
that we can learn how to improve performance. On the other hand, we know from studies 
of clinical decision making that all of us are likely to be prone to at least one diagnostic 
error during our lifetimes and the prevalence of diagnostic error in some estimates is up 
to 30% or an average of about 15% in different reports. Yes, we need support but it should 
be intelligible and I like the idea that as a clinician you are juggling different probabilities 
of disease and outcomes and responses and if we can narrow the range of those 
probabilities with more insight into the data using machine learning,  that will help us. But 
rather than saying that the type of AI or ML is high-risk, I think it is the application what is 
really important. I think also the greatest risk is when we have tools that haven´t been 
adequately validated, when they are not really generalizable or they have been developed 
in women but they are applied in men, or in adults but they are applied in children and so 
on. We need to be very sure that the tools that we use can be used safely and accurately 
in the population for which we use them.  
 
Roman Hovorka: Coming from a slightly different angle - I work in the space where people 
need to dose insulin every day and they do make wrong or right decisions and I just want 
to add to this discussion that the risk needs to be judged against existing risk (that people 
make right or wrong decisions). I think it is important that we are not looking for absolute 
safety or absolute risk reduction, but we are looking for relative risk reduction compared 
to the current existing risk. That risk could be due to medical professions making incorrect 
decisions themselves as Alan was saying or the users in this case type 1 diabetes making 
their own mistakes as well. The only way to assess safety is through clinical trials. In 
clinical research often the systems are evaluated, but quite often the interaction with the 
users, (the user component) also impacts the performance, so it is quite a complex issue, 
which is difficult to assess. 
 
Tom Melvin: Working as a regulator we became aware in recent years about the hack in 
algorithms in the old insulin pumps and the communities that existed to drive that and it is 
very interesting to see that hopefully the new products with ongoing clinical studies will 
provide a more sustainable and evidence-based approach to that. 
 
Francoise Schlemmer: For high-risk products, as well as other kinds of products, when 
they are innovative, they should go through the panel expert review, to have a proposal of 
views from these experts and of course as it was said earlier there are probably few 
guidances, probably a few things are to be addressed for a better harmonization of NB. 
Team NB has set up a task force to take on board aspects regarding mobile applications, 
and probably there will be other aspects that will be taken into consideration in the 
future. 
 



 

 
 

Eigil Samset: I touched upon it, we are moving away from tools that are automating tasks 
that are already being done to decision support and we all just need to realize the risks 
involved in that. The comment from Dr. Hovorka was very good. It needs to be done in a 
relationship to the risk that we currently have with either or not having such tools that are 
based on guidelines that may be good but typically have a very long lead time from the 
day of initial evidence is being generated to meta-analysis until they are being released in 
those guidances. If there are new associations, or better models that can improve 
outcomes, I think we need to welcome that, obviously we need to validate it against to 
current state of care. 
 
2, Q: As many of the present (pharmacological) treatments are validated in clinical trials 
without us understanding the pathophysiologic intricacies of the effect, should we be so 
wary of black box AI? 
 
Tom Melvin: It speaks to this kind of balance we spoke about earlier and I think Prof. 
Fraser described it really well. Worrying about the intricacies of the black box is less of a 
concern when there is robust published evidence to show possible patient outcomes or at 
least how the algorithm worked with the input to create the output. For me it makes 
sense, it is fair to worry less about workings of the algorithm how it works when there is 
the evidence there to support it from the assessment that´s been done.  
 
Alan Fraser: The question is very fair, but we also need to reflect on the difference of the 
amount of published and available evidence usually for new drugs compared with new 
devices. New drugs will usually have very large pivotal trials. In cardiology maybe 10 000-
15 000 patients. We rarely see device trials of that size. The evidence isn´t so secure. It is 
about the safety of the conclusions that we can draw. And secondly about the post market 
surveillance, because with drugs we are more used to looking for side effects and we 
really do not yet know how we are going to do the post market surveillance of AI. An issue 
that is covered in the legislation is, if it is a medical device and if it is high-risk, but I would 
be interested to know from Tom or anyone else in the panel if you think we have started 
to consider how we can address that seriously. If that is in place and if the trials are large 
enough, I think the question is fair and the comparison would be reasonable and it would 
be appropriate to use new tools based on AI even when we do not completely understand 
how they reach their conclusions if the associations with endpoints is secure.  
 
Tom Melvin: In terms of my perspective as a regulator, I don´t have personal experience 
with an assessment of this, but we have looked at these types of products in specific 
scenarios (e.g. as a result of COVID we had derogations for the urgent need for products 
and some of it was to help triage and support clinical decision making in the context of 
COVID, some was e.g. helping to conduct trans-thoracic echo). In terms of perspective of 
clinical investigation and AI based software, it is a challenge of our current pathways, 
current procedures, current protocols, and all of that kind of thing, where historical 
datasets presumably are used to validate algorithms. From the regulatory perspective at 
the CIE working group, we don´t have any work items planned per se but it is something 
we would like to discuss with the new and emerging technology group. 
 
Eigil Samset: Alan made a good point with regard to the amount of evidence in 
pharmaceutical trials compared to what you do in medical devices. Honestly, I don´t think 
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